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Abstrak 
Penelitian ini bertujuan untuk mengembangkan metode klasifikasi citra genus panthera menggunakan pendekatan deep learning berbasis Convolutional Neural network (CNN). Genus panthera mencakup spesies-spesies besar seperti harimau, singa, macan tutul, dan jaguar, yang memiliki kesamaan dalam penampilan tetapi juga perbedaan dalam corak bulu, ukuran tubuh, dan habitat. Klasifikasi citra genus panthera menjadi penting dalam berbagai aplikasi, termasuk konservasi satwa liar dan penelitian biologi. Dalam penelitian ini, dataset citra harimau, singa, dan macan tutul dikumpulkan dari berbagai sumber hingga berjumlah 6.290 citra. Metode yang diusulkan melibatkan proses pra-pemrosesan citra, seperti resize, converting dan normalization, serta penggunaan model Convolutional Neural network (CNN) untuk melakukan klasifikasi. Model CNN diimplementasikan dan dilatih menggunakan data latih untuk mengenali pola visual yang spesifik pada citra dari masing-masing spesies. Hasil penelitian ini menunjukkan bahwa pendekatan deep learning berbasis CNN dapat mencapai akurasi yang tinggi dalam klasifikasi citra genus panthera sebesar 85,21%. Metode ini dapat membedakan dengan tepat antara citra harimau, singa, dan macan tutul berdasarkan fitur-fitur visual yang unik. Selain itu, pendekatan deep learning juga menawarkan keunggulan dalam efisiensi dan skalabilitas untuk mengatasi jumlah besar citra dalam dataset. Penelitian ini memberikan kontribusi penting dalam pengembangan metode klasifikasi citra satwa liar dengan menggunakan pendekatan deep learning berbasis CNN. 
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Keberagaman fauna di seluruh dunia telah mendorong para ilmuwan biologi untuk mengembangkan suatu sistem yang memungkinkan studi dan identifikasi organisme dengan menggunakan proses klasifikasi [1]. Pengklasifikasian melibatkan pengelompokan organisme berdasarkan ciri-ciri khusus. Dalam hal pengklasifikasian suatu kelompok hewan, satu pendekatan yang dapat digunakan adalah dengan memperhatikan warna dan pola kulit diantarnya seperti kelompok genus panthera.
Panthera adalah genus dari famili felidae (kucing), yang dinamai dan dijelaskan oleh Lorenz Oken pada tahun 1816 (Oken, 2008) terdiri dari sekitar setengah dari subfamili pantherinae atau kucing besar yang memiliki struktur tubuh dan motif kulit yang berbeda (Anwar & Riminarsih, 2019) Genus panthera adalah kelompok hewan yang termasuk dalam kategori karnivora besar diantaranya  harimau (P. tigris), singa (P. leo), jaguar (P. onca), dan macan tutul (P. pardus) berdasarkan fitur kranium umum (R.I. et al., 1916). Keempat spesies ini memiliki ciri-ciri yang mirip, namun memiliki perbedaan dalam ukuran tubuh, corak bulu, dan habitat asli. Karena ciri-ciri ini, identifikasi spesies pada kelompok ini seringkali sulit dilakukan, terutama pada kondisi yang kurang jelas. Adapun ciri-ciri genus panthera tersebut antara lain.
a) Singa memiliki bulu berwarna emas dan tidak memiliki pola khusus
b) Harimau memiliki pola loreng dengan garis-garis yang panjang.
c) Jaguar memiliki ukuran tubuh yang lebih besar daripada macan tutul, serta memiliki pola tutul yang lebih lebar. 
d) Macan tutul memiliki tubuh yang sedikit lebih langsing daripada jaguar dan memiliki tutul yang tidak terlalu lebar.
Teknologi klasifikasi citra menggunakan machine learning pada era zaman sekarang telah berkembang yang memungkinkan klasifikasi otomatis menggunakan sistem   komputasi.  Pada penelitian sebelumnya (Suryanto et al., 2014)  melakukan klasifikasi -


citra genus panthera menggunakan machine learning dengan metode naïve bayes yang mendapati hasil akurasi pengujian 81,25% pada pengujian kelas singa, harimau, dan jaguar, namun 0% untuk kelas leopard. Faktor kegagalan tersebut dikarenakan jaguar dan leopard memiliki kemiripan pada motif dan warna kulitnya lalu pada penelitian (Anwar & Riminarsih, 2019) mendapatkan nilai akurasi 68% dalam menklasifikasi genus panthera.
Berdasarkan faktor tersebut dalam penelitian ini menggunakan pendekatan deep learning berbasis convolution neural network, yaitu merupakan teknik dalam neural network dimana menggunakan teknik tertentu seperti Restricted Boltzmann Machine (RBM) untuk mempercepat proses pembelajaran dalam neural network, menggunakan lapis yang banyak atau lebih dari tujuh lapis (Bismi & Harafani, 2022) karena pendekatan ini telah menjadi topik yang semakin populer dalam beberapa tahun terakhir dan telah berhasil digunakan pada berbagai aplikasi. Dengan adanya deep learning, waktu yang dibutuhkan untuk training akan semakin sedikit karena masalah hilangnya gradien pada propagasi balik akan semakin rendah (Ramadhani, 2018). Oleh karena itu, penelitian ini bertujuan untuk mengembangkan metode klasifikasi citra genus panthera menggunakan pendekatan deep learning berbasis convolution neural network (CNN).
Metode yang diusulkan dalam penelitian ini melibatkan proses pra-pemrosesan citra seperti resize, cropping, converting dan normalization serta pembuatan model convolution neural network (CNN) yang optimal. Dataset citra harimau, singa, dan macan tutul akan digunakan untuk melakukan pelatihan dan pengujian pada model convolution neural network (CNN). Hasil dari penelitian ini diharapkan dapat meningkatkan akurasi dan efisiensi klasifikasi citra genus panthera. Dalam konteks konservasi satwa liar, teknologi klasifikasi citra dapat menjadi alat yang penting untuk memantau populasi dan distribusi dari kelompok hewan tertentu. Selain itu, klasifikasi citra genus panthera juga dapat berguna dalam bidang penegakan hukum dan penelitian biologi. Oleh karena itu, penelitian ini dapat memberikan kontribusi penting dalam pengembangan teknologi klasifikasi citra pada domain tersebut.



METODOLOGI PENELITIAN
Metode penelitian yang digunakan dalam penelitian klasifikasi citra genus panthera menggunakan pendekatan deep learning berbasis convolutional neural network (CNN) dan berikut ini alur metode penelitian yang digunakan dapat terlihat pada gambar 1.
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Gambar 1. Alur Metode Penelitian

2.1. Pengumpulan Data Citra
Data citra yang digunakan dalam penelitian ini diperoleh dari sumber-sumber terpercaya, seperti website (Piosenka, 2022), museum hewan dan konservasi satwa liar. Data Citra yang digunakan berupa gambar jaguar, leopard, liones, liones, tiger, snowtiger. 

2.2. Pra-Pemrosesan Citra
Citra yang telah diperoleh diproses terlebih dahulu untuk memastikan kualitas citra yang digunakan dalam penelitian ini. Pra-pemrosesan merupakan teknik umum yang dapat digunakan secara luas dalam deep learning yaitu prosesnya dieksekusi sekali untuk seluruh dataset (yang kemudian dapat disimpan dalam bentuk pra-pemrosesan dan digunakan beberapa kali untuk fase pelatihan/pengujian) (Hurtik et al., 2020) dan langkah preprocessing dapat digunakan untuk gambar normalisasi dan koreksi intensitas yang tidak seragam untuk menghilangkan artefak dan meningkatkan akurasi langkah-langkah pemrosesan (Sarki et al., 2021). Pra-pemrosesan yang dilakukan antara lain resizing, converting, normalization.
Pengubahan ukuran gambar adalah proses untuk mengubah resolusi gambar dan informasi piksel gambar. Resize juga dilakukan untuk mendapatkan resolusi citra yang seragam antar citra (Kurniastuti et al., 2022). Resize citra merupakan tahap pra-pemrosesan pada penelitian ini untuk memudahkan proses pelatihan dan membantu proses pelatihan mendapatkan tingkat akurasi model yang maksimal  (Pujiati & Rochmawati, 2022). Pada penelitian ini, citra genus panthera diubah ukurannya dengan ukuran 224 x 224 piksel.
Secara default, proses pembacaan gambar akan menggunakan model warna (Blue, Green, Red) BGR, oleh karena itu setiap kali membacanya perlu dilakukan konversi model warna sesuai dengan kebutuhan (Annas T.S, 2019). Oleh karena itu, perlu dilakukan konversi citra daun ara dari BGR ke RGB (Red, Green, and Blue) agar tampilan warna pada citra genus panthera dapat digunakan oleh Matplotlib dengan baik.

2.3. Pembuatan dataset
Pada Tabel 1 diberikut ini dapat dilihat jumlah data citra dari masing-masing kelas yang didapati.

Tabel 1. Data Citra Genus Panthera
	No.
	Nama Citra
	Jumlah

	1
	Jaguar
	1200 citra

	2
	Leopard
	1200 citra

	3
	Lion
	1200 citra

	4
	Liones
	1200 citra

	5
	Tiger
	1200 citra

	6.
	SnowTiger
	290 citra

	Total keseluruhan
	6290 Citra



Citra yang telah diproses kemudian dibuat dataset yang terdiri dari 6 kelas, yaitu Jaguar, Leopard, Liones, Liones, Tiger, dan Snowtiger dengan jumlah total keseluruhan 6290 citra. Dataset genus panthera ini kemudian dibagi menjadi tiga bagian, yaitu data pelatihan (training data), data pengujian (testing data) dan data validasi (validation data). Set pelatihan digunakan untuk membuat model pembelajaran, dan set validasi biasanya digunakan untuk menyesuaikan hyperparameter selama pelatihan. Set pengujian adalah sampel data yang belum terlihat pada model yang terlihat sebelumnya yang digunakan untuk mengevaluasi kinerja model algoritma (Lu et al., 2021).  Berikut pada table 2 terlihat pembagian dataset.

Tabel 2. Pembagian Dataset Genus Pnathera
	No.
	Nama Data
	Jumlah

	1
	Data Training
	5032 citra

	2
	Data Validation
	629 citra

	3
	Data Testing
	629 citra



2.4. Pengembangan Model CNN
Konsep algoritma deep learning mirip dengan model multilayer perceptron (MLP), di mana kedua model tersebut dilatih dengan versi algoritma back-propagation, dan keduanya terdiri dari input, output, dan lapisan tersembunyi. Algoritma propagasi yang digunakan kembali (Calik et al., 2020) yang terdiri dari beberapa neuron (juga dikenal sebagai node) yang terhubung bersama untuk membentuk jaringan yang kompleks. Neuron menerima beberapa sinyal input dan menghasilkan output (Sultana et al., 2019). Setiap neuron dalam satu lapisan terhubung ke setiap neuron di lapisan berikutnya (Sekar et al., 2019).
Namun dalam covolution neural network (CNN), lapisan tersembunyi terdiri dari beberapa lapisan konvolusi, lapisan rectified linear unit (RELU), lapisan pooling, lapisan yang terhubung penuh, dan lapisan normalisasi. Perbedaan utama antara covolution neural network (CNN) dengan multilayer perceptron (MLP) adalah bahwa, dalam kasus pemodelan masalah dengan jumlah variabel input yang banyak, tidak mungkin untuk menghubungkan sebuah neuron ke semua neuron di lapisan sebelumnya karena arsitektur seperti itu tidak hanya tidak memperhitungkan struktur spasial dari kumpulan data, tetapi juga akan sangat meningkatkan durasi proses pelatihan. Model covolution neural network (CNN) dikembangkan menggunakan bahasa pemrograman Python dengan bantuan library TensorFlow. Model covolution neural network (CNN) dapat terlihat pada gambar 2 yang terdiri dari beberapa layer, seperti layer konvolusi, layer pooling, dan layer fully connected. 

[image: ]
Gambar 2. Model Covolution Neural network

Arsitektur model covolution neural network (CNN) diatur secara eksperimental untuk memperoleh hasil yang optimal, diantaranya yaitu:
a) Alat konvolusi yang memisahkan dan mengidentifikasi berbagai fitur gambar untuk dianalisis dalam proses yang disebut sebagai Ekstraksi Fitur. 
b) Jaringan ekstraksi fitur terdiri dari banyak pasangan lapisan konvolusi atau penyatuan. 
c) Lapisan yang sepenuhnya terhubung yang memanfaatkan output dari proses konvolusi dan memprediksi kelas gambar berdasarkan fitur yang diekstraksi pada tahap sebelumnya.
d) Model ekstraksi fitur covolution neural network (CNN) ini bertujuan untuk mengurangi jumlah fitur yang ada dalam dataset. Ini menciptakan fitur baru yang meringkas fitur yang ada yang terkandung dalam kumpulan fitur asli.

2.5. Pelatihan Model CNN
Model covolution neural network (CNN) dilatih menggunakan data pelatihan yang telah dibuat sebelumnya. Selama pelatihan, model covolution neural network (CNN) akan melakukan iterasi pada dataset pelatihan untuk mengoptimalkan bobot-bobot pada layer-layer yang ada. Proses training adalah tahap dimana model covolution neural network (CNN) dilatih untuk mendapatkan akurasi yang lebih tinggi dari klasifikasi yang dilakukan. Pada tahap ini terdapat proses feed forward dan proses backpropagation. Untuk melakukan proses feed forward diperlukan jumlah dan ukuran layer yang akan dibentuk, ukuran subsampling, dan citra vektor yang diperoleh. Hasil dari proses feed forward berupa bobot-bobot yang akan digunakan untuk mengevaluasi proses neural network dan proses validasi data digunakan untuk mendapatkan tingkat kepercayaan terhadap hasil interpretasi citra (Arisudana et al., 2020).

2.6. Evaluasi Model CNN
Setelah model covolution neural network (CNN) selesai dilatih, maka model tersebut diuji dengan menggunakan data pengujian. Proses pengujian merupakan proses klasifikasi yang menggunakan bias dan bobot dari hasil proses training. Sehingga akhir dari proses ini menghasilkan akurasi dari klasifikasi yang dilakukan, data yang gagal diklasifikasikan, jumlah gambar yang gagal diklasifikasikan, dan bentuk jaringan yang terbentuk dari proses feedforward (Meijer et al., 2019). Output layer sudah terhubung sepenuhnya dengan label yang ada. Evaluasi dilakukan berdasarakan confusion matrix. Confusion matrix merupakan metode yang digunakan untuk mengukur kinerja suatu metode klasifikasi dengan membandingkan hasil klasifikasi yang diberikan oleh sistem dengan yang seharusnya (Prasetyo, 2012). Terdapat empat istilah yang digunakan dalam mewakili hasil klasifikasi saat melakukan pengukuran kinerja menggunakan confusion matrix. Istilah-istilah tersebut meliputi Total True Positive (TTP), Total True Negative (TTN), Total False Positive (TFP), dan Total False Negative (TFN).
[bookmark: _Hlk137738424]Nilai-nilai TTP, TTN, TFP, dan TFN ini dapat digunakan untuk menghitung nilai accuracy, precision, recall, dan f1-score (Pratiwi et al., 2021), adapun penjelasan dari nilai-nilai tersebut sebagai berikut.
a) Accuracy mempresentasikan seberapa akurat sistem dapat mengklasifikasi data secara benar. Nilai akurasi adalah perbandingan antara data yang terklasifikasi benar dengan jumlah keseluruhan data.
b) Precision adalah perbandingan nilai dari jumlah data kategori terklasifikasi benar dengan total keseluruhan data kategori terklasifikasi benar.
c) Recall dilakukan untuk mengetahui perbandingan jumlah data kategori terklasifikasi benar oleh sistem dengan jumlah data kategori terklasifikasi benar dan salah.
d) F1-Score merupakan penggabungan dari precision dan recall.

HASIL DAN PEMBAHASAN
3.1. Hasil Pengumpulan Data Citra
Berikut dapat terlihat pada gambar 3, beberapa hasil data citra yang dikumpulkan yang terdiri dari masing-masing class yakni Jaguar, Leopard, Lion, Liones, Tiger, Snowtiger.
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Gambar 3. Data Citra Genus panthera

3.2. Hasil Pra-Pemrosesan Data Citra
Prose resize citra dilakukan dengan ukuran 224x224 piksel dan proses konversi citra agar tampilan warna pada data citra genus panthera dapat berfungsi dengan baik oleh matplotlib. Pada pre-processing data citra menggunakan komputasi dapat dilihat pada gambar 4.
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Gambar 4. Pra-pemrosesan Data Citra Genus panthera

3.3. Hasil Pelatihan Model CNN
Dalam penelitian ini proses klasifikasi yang digunakan yakni menggunakan pendekatan deep learning berbasis convolutional neural network (CNN), Model convolutional neural network (CNN) dilatih mendalam dengan memperbaharui semua lapisan dalam jaringan secara iteratif dan optimizer sangat memegang peranan penting, yang dalam penelitian ini menggunakan optimizer adam. Dari model arsitektur yang diusulkan, proses pelatihan dan validasi dilakukan dengan menggunakan 20 epoch dengan masing-masing epoch memiliki 21 langkah. Hasil dari proses pelatihan dan validasi dari model convolutional neural network (CNN) dapat dilihat pada Gambar 5.
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Gambar 5. Grafik Hasil Pelatihan dan Validasi Model CNN

3.4. Hasil Evaluasi Model CNN
Hasil dari evaluasi model convolutional neural network (CNN) kemudian dianalisis untuk menentukan keberhasilan model dalam melakukan klasifikasi citra genus panthera, dapat terlihat pada gambar 6 berikut.
[image: ]
Gambar 6. Hasil Evaluasi Model CNN Pada Data Citra Genus panthera

Setelah melalui proses pelatihan dan validasi, dilanjutkan dengan proses pengujian untuk melihat ketepatan model dalam mengklasifikasikan genus panthera dari 629 citra data testing yang menghasilkan nilai akurasi sebesar 85,21 % diukur berdasarkan dengan perhitungan confusion matrix, terlihat pada gambar 6 berikut.
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Gambar 6. Confusion Matrix

Adapun rumus dasar untuk menghitung hasil confusion matrix pada klasifikasi data citra genus macan kumbang (1) adalah sebagai berikut.

	(1)

Dan lalu untuk nilai precision, recall, dan F1-score untuk masing-masing class dapat terilihat pada table 3 berikut.

Tabel 3.Precision, Recall dan F1-Score
	Class
	Precision
	Recall
	F1-Score

	Jaguar
	0.76
	0.64
	0.70

	Leopard
	0.62
	0.73
	0.67

	Lion
	0.95
	0.95
	0.95

	Lioness
	0.91
	0.95
	0.93

	SnowTiger
	1.00
	0.91
	0.95

	Tiger
	0.99
	0.99
	0.95



SIMPULAN
[bookmark: _Hlk137741353]Meskipun tingkat akurasi belum mencapai 90% tetapi dalam penelitian ini sudah berhasil memperbaiki hasil penelitian sebelumnya (Suryanto et al., 2014)  dan (Anwar & Riminarsih, 2019) yakni dalam klasifikasi leopard, belum berhasil diklasifikasikan dari 200 citra macan tutul hanya 49 citra yang berhasil dikenali sebagai macan tutul sedangkan sebagian besar macan tutul dikenali sebagai jaguar. Pada penelitian ini menggunakan Pendekatan Deep learning Berbasis Convolutional Neural network (CNN) mendapati nilai akurasi sebesar 85,21 % dalam mengklasifikasi data citra genus panthera yang terdiri dari 6 class dan sebelumnya telah dilakukan tahapan pre-processing citra serta pembagian data kedalam 3 set yakni data training, data testing dan data validation. Pada penelitian selanjutnya diharapkan dapat menerapkan model pendekatan deep learning lainnya serta mengimplentasikan kedalam system berbagai platform dalam mendeteksi citra genus panthera
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ResizeImage=tuple((224,224))
X=[]
y=[1
For label in train_labels:
dir=os.path. join(train_path, label)

for file in glob.glob(dir + "/*.jpg"):
im=cv2.imread(file)
im=cv2.resize(im,ResizeImage,interpolation=cv2.INTER_AREA)
im=cv2.cvtColor(im,cv2.COLOR_BGR2RGB)
X.append(im)
y.append(label)

print(“[status] telah selesai baca image untuk folder:{}".format(label))

X=np.array (X)
y=np.array(le.transforn(y))
print(“[status] telah selesai baca image untuk seluruh isi folder train")

[status] telah selesai baca image untuk folder:Jaguar

[status] telah selesai baca image untuk folder:Leopard

[status] telah selesai baca image untuk folder:Lion

[status] telah selesai baca image untuk folder:Liones

[status] telah selesai baca image untuk folder:SnowTiger
[status] telah selesai baca image untuk folder:Tiger

[status] telah selesai baca image untuk seluruh isi folder train
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