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Abstrak

Cyber-crime semakin masif seiring dengan meningkatnya aktivitas online. Cyber-crime
merupakan suatu tindak kejahatan yang memanfaatkan teknologi digital untuk merusak,
merugikan, dan menghancurkan properti. Oleh karena itu, penting bagi pengguna internet
memiliki pengetahuan keamanan siber serta dunia teknologi dan internet agar tidak menjadi
korban pelaku tindak cyber-crime. Tujuan penelitian ini adalah membangun suatu sistem
chatbot sebagai media informasi terpusat mengenai keamanan siber serta dunia teknologi dan
internet bagi pengguna internet. Pembangunan chatbot ini diharapkan dapat mengurangi
resiko dari kejahatan dunia maya dan membantu meningkatkan kewaspadaan pengguna
internet terhadap cyber-crime. Penelitian ini menggunakan metode Al Project Cycle dalam
pembangunan chatbot dan menerapkan algoritma model pendekatan deep learning yaitu Long
Short-Term Memory (LSTM) dalam mengembangkan model untuk mendapatkan hasil akurasi
yang tinggi. Hasil pelatihan model LSTM mendapatkan nilai akurasi sebesar 100% dan loss
3.09% dengan epochs sebesar 400. Dengan demikian, dapat disimpulkan bahwa algoritma
LSTM sangat baik untuk melatih dan mengembangkan model chatbot.

Kata kunci: Al Project Cycle, Chatbot, Cybercrime, Flask, Long Short-Term Memory

Abstract

Cyber-crime is becoming more massive as online activities increase. Cybercrime is a criminal
act that exploits digital technology to damage, harm, and destroy property. Therefore, it is
crucial for internet users to have knowledge of cybersecurity and the world of technology and
the internet in order to avoid falling victim to cybercrime. The aim of this study is to develop a
chatbot system as a centralized information medium on cybersecurity, technology, and the
internet for internet users. The development of this chatbot aims to reduce the risks of
cybercrimes and help enhance internet users' awareness of cybercrime. This research employs
the Al Project Cycle method in chatbot development and utilizes the Long Short-Term Memory
(LSTM) deep learning model algorithm to develop a model that achieves high accuracy. The
training results of the LSTM model achieved an accuracy score of 100% and a loss of 3.09%
with 400 epochs. Consequently, it can be concluded that the LSTM algorithm is highly effective
for training and developing a chatbot model.

Kata kunci: Al Project Cycle, Chatbot, Cybercrime, Flask, Long Short-Term Memory

memanfaatkan
komunikasi

teknologi  digital
Seiring dengan populernya teknologi

dan internet, pengguna internet

atau alat
lainnya untuk menghancurkan,
merugikan, dan merusak properti sehingga

semakin meningkat sehingga menyebabkan
tingginya aktivitas online, ditambah lagi karena
pergeseran kegiatan yang lebih banyak
dilakukan secara online atau digital sebagai
akibat dari pandemi COVID-19 (Nur Latifah et
al., 2022). Hal tersebut menjadi peluang
kejahatan oleh orang yang tidak bertanggung
jawab untuk melakukan tindak cyber-crime
(Rian Handoko & Tata Sutabri, 2023). Cyber-
crime merupakan suatu tindak kejahatan yang

menimbulkan ketakutan dan kecemasan kepada
orang lain (Al-Khater et al., 2020).

Menurut Digital 2022 Global Overview
Report, dari total populasi dunia sebesar 7.19
miliar, pengguna ponsel seluler adalah 67.1%,
pengguna internet sebanyak 4.95 miliar dengan
persentase 62.5%, dan pengguna media sosial
aktif sebesar 58%. Pada laporan tersebut,
pengguna internet mengalami peningkatan
sebesar 4% dari tahun 2021 (Kemp, 2022).
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Tingkat resiko cyber-crime di Indonesia
juga dapat diklasifikasikan cukup tinggi.
Menurut laporan Badan Siber dan Sandi Negara
Republik Indonesia, jumlah cyber-crime yang
terjadi Januari hingga April tahun 2020
mencapai 88 juta serangan (Bagian Komunikasi
Publik, 2020). Oleh karena itu, penting bagi
pengguna internet memiliki  pengetahuan
keamanan siber serta dunia teknologi dan
internet agar tidak menjadi korban pelaku
tindak cyber-crime (Habibi & Liviani, 2020).
Dalam memenuhi kebutuhan informasi atau
pengetahuan tersebut, suatu sistem diperlukan
sebagai media informasi terpusat mengenai
keamanan siber serta dunia teknologi dan
internet bagi pengguna internet. Question
System Answering (QAS) bertujuan untuk
memenuhi pengguna mencari jawaban yang

cepat, tepat, dan relevan atas pertanyaan
tertentu dalam bahasa alami (Yunmar &
Wisesa, 2020).

Penggunaan  deep learning telah

mengalami peningkatan yang signifikan dan
menjanjikan dalam beberapa tahun terakhir
sehingga menarik perhatian yang besar bagi
para peneliti dan praktisi di bidang Natural
Language Processing (NLP). Salah satu tujuan
khusus deep learning adalah untuk tugas
Klasifikasi teks yang mana telah mendominasi
banyak bidang Artificial Intelligence (Al)
(Gravano, 2010). Implementasi deep learning
di bidang NLP vyaitu pada pengembangan

model  untuk chatbot atau  Assistant
Conversational Agent (Dhyani & Kumar,
2019).

Chatbot merupakan salah satu contoh
interaksi manusia-komputer (Human-Computer
Interaction) yang menggunakan sistem Al dan
telah tersebar luas. Chatbot memuat sumber
jawaban untuk pertanyaan pengguna pada suatu
domain tertentu yang mana program komputer
akan merespon pertanyaan tersebut seperti agen
cerdas ketika berinteraksi melalui teks atau
suara dan mampu memahami multi bahasa
menggunakan NLP (Khanna et al., 2015;
Lalwani et al., 2018). Chatbot juga dikenal
sebagai bot pintar, agen responsif, asisten

virtual, atau entitas percakapan buatan
(Adamopoulou &  Moussiades,  2020).
Berdasarkan  domain pengetahuan, chatbot

diklasifikasikan menjadi 2 jenis, yaitu open
domain dan closed domain. Open domain dapat
merespon topik yang umum dengan tepat

sedangkan closed domain hanya dapat
merespon domain pengetahuan atau topik
tertentu dan memiliki peluang gagal dalam
merespon pertanyaan topik lain (Nimavat &
Champaneria, 2017). Paper ini akan membahas
implementasi dari NLP yaitu QAS khususnya
closed domain  chatbot  menggunakan
pendekatan deep learning.

Salah satu algoritma model pendekatan
pembelajaran mendalam adalah LSTM (Long
Short-Term  Memory). Dalam  konteks
klasifikasi yang berhubungan dengan waktu dan
data teks, LSTM merupakan pilihan yang tepat
karena memiliki unit memori atau sel memori
pada jaringan saraf yang mampu menyimpan
informasi yang diperoleh dalam jangka panjang
sehingga LSTM dapat menyelesaikan masalah
vanishing gradient yang terjadi saat memproses
data sequential yang panjang (Sennhauser &
Berwick, 2018; Trivusi, 2022; Witanto et al.,
2022). Oleh karena itu, saat ini LSTM menjadi
metode yang banyak diterapkan dalam
penelitian yang berkaitan dengan
pengembangan chatbot (Wintoro et al., 2022).

Penelitian ini bertujuan menerapkan
algoritma LSTM pada chatbot dalam
menyajikan jawaban dari pertanyaan yang
diajukan oleh pengguna seputar cyber security
dan cyber-crime sebagai media informasi dan
pengetahuan mengenai cyber security serta
memberikan tips dan triks untuk menghindari
kejahatan cyber-crime bagi para pengguna
internet. Algoritma LSTM diterapkan untuk
mendapatkan hasil akurasi yang tinggi seperti
dalam (Silvanie & Subekti, 2022). Kajian ini
menggunakan metode Al Project Cycle dalam
pembangunan chatbot. Dengan demikian,
pembangunan chatbot ini diharapkan dapat
mengurangi resiko dari kejahatan dunia maya
(cyber-crime) dan membantu meningkatkan
kewaspadaan pengguna internet terhadap
cyber-crime agar dapat beraktivitas dengan
aman di dunia maya.

TINJAUAN PUSTAKA

Pengembangan chatbot menggunakan
teknik deep learning dengan algoritma LSTM
telah dilakukan oleh Astried Silvanie dan Rino
Subekti (Silvanie & Subekti, 2022) yang
mengembangkan chatbot Frequently Asked
Question (FAQ) untuk memberikan respons
terhadap pertanyaan mahasiswa di Institut
Bisnis dan Informatika Kosgoro 1957 mengenai
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masalah akademik. Algoritma pelatihan model
yang digunakan  yaitu LSTM  yang
menghasilkan akurasi sebesar 99.20% ketika 90
epochs dan menggunakan optimasi adam.

Nia Agustina.P dan Muhamad Soleh
(Purwitasari & Soleh, 2022) menggunakan
algoritma Artificial Neural Network (ANN)
dalam membuat aplikasi dengan fitur chatbot
untuk membantu masyarakat dalam dalam
mengakses informasi mengenai  peraturan
perundang-undangan lebih mudah. Dataset
yang digunakan untuk melatih algoritma adalah
data manual berupa JavaScript Object Notation
(JSON) yang mencapai akurasi sebesar 94.28%
dan tingkat kesalahan sebesar 5.71%. Model
berhasil menjawab tepat 33 percakapan dari 35
percakapan.

Selain itu, algoritma Convolutional
Neural Network (CNN), sequence to sequence
(Seg2seq), dan convolutional sequence to
sequence (Conv-seq2seq) juga telah diterapkan
oleh Uli Rizki (Rizki, 2019) dalam membangun

chatbot untuk mengatasi mengatasi multi
respon rangking pada percakapan layanan
travel berdasarkan riwayat obrolan. Maodel

menghasilkan akurasi sebesar 86.7% dengan
menggabungkan CNN dan sequence to
sequence (Conv-seq2seq), 68.20% dengan
seg2seq, serta 84.10% dengan CNN.

Kemudian, Asep Muhidin, dkk. (Muhidin
et al., 2023) menerapkan algoritma Multinomial
Naive Bayes dalam membuat chatbot layanan
informasi  dalam  menjawab  pertanyaan
mahasiswa di  Universitas Pelita Bangsa.
Dataset yang digunakan untuk melatih
algoritma adalah berupa pertanyaan dan
jawaban yang terdiri dari 120 data dan disimpan
dalam format JSON. Model pelatihan
menghasilkan akurasi sebesar 98% dan akurasi
tes sebesar 84%.

Lebih lanjut, Kristian dan Danny
(Nugraha & Sebastian, 2021) menggunakan
algoritma K-Nearest Neighbor (K-NN) dalam
mengembangkan chatbot untuk layanan
akademik di Fakultas Teknologi Informasi,
Universitas Kristen Duta Wacana. Model K-NN
menghasilkan akurasi sebesar 53.48% ketika
nilai K=3.

Algoritma LSTM  diterapkan pada
pengembangan chatbot pada penelitian ini
untuk mendapatkan hasil akurasi yang tinggi
seperti dalam (Silvanie & Subekti, 2022).
Namun, digunakan untuk melakukan klasifikasi
jawaban dari pertanyaan yang diajukan dalam

konteks cyber security dan cyber-crime. Kajian
ini menggunakan 400 epochs dalam pelatihan
model dan menggunakan data berupa
pertanyaan dan jawaban yang disimpan dalam
format JSON seperti dalam (Purwitasari &
Soleh, 2022; Rizki, 2019; Muhidin et al., 2023).

METODE PENELITIAN

Metode pengembangan chatbot yang
digunakan  pada  penelitian  melibatkan
Framework Al project cycle terdiri dari enam
tahapan, diantaranya Problem Scoping, Data
Acquisition, Data Exploration, Modelling,
Evaluation, dan Deployment (Siddhartha, 2021;
Widodo et al., 2022). Pada Gambar 1
menunjukkan proses Al project cycle.
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\Deployment]|

Gambar 1. Framework Al Project Cycle

3.1 Problem Scoping

Problem scoping pada penelitian ini
membahas bagaimana menyelesaikan sebuah
masalah yang diawali dengan memahami dan
menganalisis masalah serta menentukan tujuan
sehingga masalah dapat terselesaikan dengan
baik. Metode 4Ws digunakan  untuk
memudahkan penyelesaian masalah pada tahap
problem scoping dengan memetakan who, what,
where, dan why. Maksudnya who adalah
menerangkan subjek yang jelas dalam masalah,
what yaitu masalah apa yang ditetapkan, where
maksudnya masalah ditemukan saat apa, dan
why merupakan alasan mengapa masalah
tersebut perlu diselesaikan dan bagaimana
solusinya. Berdasarkan pemetaan 4Ws, penulis
melakukan analisis masalah dan menentukan
solusi untuk menyelesaikan permasalahan.

3.2 Data Acquisition

Setelah menentukan lingkup masalah serta
solusinya, tahapan selanjutnya adalah data
acquisition  yaitu melakukan riset dan
pengumpulan data yang relevan. Dataset yang
digunakan untuk melatih algoritma model
chatbot merupakan dataset manual berupa file
JSON (JavaScript Object Notation) yang
dikumpulkan berdasarkan literature review
mengenai cyber-crime dan keamanan dunia
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maya. Dataset memiliki beberapa komponen
penting seperti berikut:

1. Intents, memuat sejumlah data masukan
(input) dan keluaran (output) yang
dikumpulkan untuk melatih chatbot.

2. Tags, berfungsi untuk
mengklasifikasikan data teks yang
memiliki kesamaan dan menggunakan
output yang serupa sebagai target
pelatihan bagi jaringan saraf.

3. Patterns, merupakan komponen yang
mengandung data  pola input
berdasarkan harapan dari pengguna.

4. Responses, mengandung data pola
output yang akan dikirimkan oleh
chatbot kepada pengguna.

3.3 Data Exploration

Setelah  dataset  terkumpul, tahap
selanjutnya adalah data exploration, vyaitu
memahami karakteristik data dan melakukan
preprocessing  atau  pembersihan  data
menggunakan pendekatan NLP dan Natural
Language Toolkit (NLTK) sebelum dokumen
teks diolah lebih lanjut dan masuk ke tahap
modeling (Nugraha & Sebastian, 2021;
Purwitasari &  Soleh, 2022). Tujuan
preprocessing adalah memastikan bahwa data
yang digunakan dalam pelatihan model chatbot
adalah bersih, konsisten, dan representatif
sehingga dapat memberikan hasil akhir yang
lebih baik (Nugraha & Sebastian, 2021).
Preprocessing teks yang dilakukan pada dataset
chatbot penelitian ini diantaranya:

1. Case folding, mengubah data input atau
fitur  menjadi  huruf  kecil dan
menghapus karakter tanda baca. Source
code untuk melakukan case folding
dapat dilihat pada Gambar 2.

(confixes) (Silvanie & Subekti, 2022).
Source code untuk  melakukan
lematisasi dapat dilihat pada Gambar 3.

r{11 for w in

werds if w net in i
I izz(za:r(wcrds)))

Gambar 3. Source Code Lematisasi

3. Tokenisasi, memecah kalimat menjadi
bagian-bagian yang disebut dengan
“token” (Silvanie & Subekti, 2022).
Source code untuk  melakukan
tokenisasi dapat dilihat pada Gambar 4.

2000]
Jirain =

atterns'])train

lata|'patterns'].appl

= i v | lambda
y for ltirs im wrd if lirs

not in

daza['patterns'].applyilambda wrd:''.jcin{wrd}}

Gambar 2. Source Code Case Folding

2. Lematisasi, mengubah kata ke dalam
bentuk dasar menggunakan kamus
kosakata dan analisis morfologi kata-
kata untuk menghilangkan imbuhan
(affixes) seperti awalan kata (prefixes),
sisipan Kkata (infixes), akhiran Kkata
(suffixes), serta awalan dan akhirankata

Gambar 4. Source Code Tokenisasi

4. Padding, menggunakan library
pad_sequence yang ada pada Python
untuk menyamakan panjang dan
membuat setiap urutan (sequence) agar
memiliki ukuran yang seragam. Source
code untuk melakukan padding dapat
dilihat pada Gambar 5.

| x_train = pad seguences(train) |

Gambar 5. Source Code Add Padding

5. Ekstraksi keluaran encoding,
melakukan pengkodean yang dimana
data kategorik seperti huruf atau data
teks menjadi data numerik atau angka
menyesuaikan dengan data label yang
digunakan. Tujuan dari encoding ini
adalah mempermudah saat proses
komputasi data teks dan modeling.
Source code untuk melakukan encoding
dapat dilihat pada Gambar 6.

y_train = le.fit trans

form(data['tags'])

Gambar 6. Source Code Encoding

3.4 Modeling
Tahap modeling melibatkan
pengembangan model yang meliputi proses
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pemilihan algoritma dan pelatihan data
menggunakan  algoritma  untuk  chatbot.
Algoritma yang akan melatih chatbot adalah
algoritma deep learning yaitu LSTM karena
dapat menghasilkan nilai akurasi yang tinggi
dan memiliki kemampuan yang lebih baik, serta
dapat merespon dalam waktu yang singkat
(Prabowo et al., 2019; Silvanie & Subekti,
2022). Model tersebut akan dilatih untuk
meningkatkan kinerja chatbot menggunakan
data yang telah diproses dan dilakukan
representasi data.

LSTM adalah perluasan dari Recurrent
Neural Network (RNN) yang mana dapat
menyelesaikan masalah terjadinya vanishing
gradient atau long dependency problem pada
RNN ketika memproses data sequential yang
panjang (Witanto et al., 2022; Zhao et al.,
2017). Algoritma LSTM melibatkan jaringan
saraf dan beberapa unit memori terpisah yang
disebut sel (Trivusi, 2022). Dalam arsitektur
LSTM, sel memori terdiri dari empat komponen
utama, Vyaitu input gate, koneksi berulang,
forget gate dan output gate. Proses kerja pada
LSTM terdapat operasi dot product atau
hadamard product (element-wise product) dan
penjumlahan serta fungsi sigmoid pada forget
gate untuk melupakan (filter) kata-kata tertentu
dan menyimpan atau mengingat informasi yang
dianggap penting (Putra et al., 2021; Witanto et
al., 2022). Pada Gambar 7 menunjukkan
representasi sel LSTM.

Gambar 7. Blok Memori pada LSTM
(Aggarwal, 2023)

Algoritma model LSTM untuk chatbot
dilatih sebanyak 400 epochs dengan struktur
input layer, satu embedding layer, satu LSTM
layer, satu flatten layer, dan satu output layer
dengan menggunakan fungsi aktivasi softmax
untuk melakukan perhitungan probabilitas dan
penentuan Klasifikasi multi kelas dalam
mengidentifikasi kelas dengan nilai probabilitas
tertinggi sebagai output (Purwitasari & Soleh,
2022). Implementasi chatbot ini memiliki data
label lebih dari dua kelas (44 kelas). Arsitektur
model LSTM dapat dilihat pada Gambar 8.

[ i s ]
[Tt | o | (e 0]

[ Ebedding | oupt: | (Nore, 14, 107

[ T | e 7.

aaaaa

Gambar 8. Arsitektur Model LSTM

3.5 Evaluation

Pada tahap evaluation, model yang telah
dilatih kemudian dilakukan tes atau penilaian
untuk memastikan hasil tes adalah akurat.
Adapun matriks evaluasi yang digunakan pada
model adalah “accuracy” dan loss function
dengan categorical_crossentropy serta fungsi
optimasi adam, karena model menggunakan
klasifikasi multi kelas seperti penelitian
(Silvanie & Subekti, 2022; Wintoro et al.,
2022). Setelah mendapatkan model terbaik,
selanjutnya dilakukan penyimpanan model
sehingga dapat lanjut ke tahap deployment.
Source code untuk melakukan evaluasi dapat
dilihat pada Gambar 9.

medel.complile (less="sparse categorical crossentropy”,optim
matrics=['accuracy'])

lzer="adan',

Gambar 9. Source Code Evaluasi Model

3.6 Deployment

Model chatbot yang di-deploy dalam
penelitian ini dibangun ke dalam sebuah
aplikasi berbasis web menggunakan framework
sebelum chatbot dapat digunakan oleh
pengguna agar dapat diakses secara online.
Framework atau library yang digunakan adalah
Flask dengan bahasa pemrograman Python.
User interface dibuat menggunakan HTML,
CSS, dan JavaScript. Pembuatan environment
diperlukan ketika pembangunan back-end
aplikasi chatbot, seperti Flask 2.2.0, NLTK 3.7,
numpy 1.23.1, tensorflow 2.9.1, dan scikit-learn
1.1.1.

HASIL DAN PEMBAHASAN
4.1 Problem Scoping

Analisis masalah dan penentuan solusi
untuk menyelesaikan permasalahan berdasarkan
metode 4Ws dilakukan pada tahap problem
scoping. Penulis menganalisis permasalahan
keamanan dunia maya dan menentukan solusi
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untuk mencegah tindak cyber-crime. Solusi
yang ditawarkan adalah mengembangkan
aplikasi chatbot berbasis website untuk
mengurangi risiko dan meningkatkan kesadaran
atau kewaspadaan pengguna internet saat
beraktivitas online. Tabel 1 menunjukkan
problem scoping menggunakan 4Ws secara
rinci.

Tabel 1. Problem Scoping 4Ws

Indikator
Subjek

4\Ws
Who

Keterangan

Pengguna
internet.
Keamanan What
dalam dunia

maya.

Mempunyai
masalah

Pada saat Ruang digital Where
atau dunia

maya, seperti

website dan

media sosial.

Solusi Aplikasi
chatbot
berbasis
website
diharapkan
dapat
membantu
dalam
mengurangi
risiko dan
meningkatkan
kewaspadaan
pengguna
internet saat
beraktivitas di
dunia maya.

Why

4.2 Data Acquisiton

Dataset yang digunakan untuk melatih
algoritma model chatbot merupakan dataset
manual berupa file JSON yang menampung
beberapa bagian data seperti intents, kelas
(tags), pattern, dan response. Source code
dataset dapat dilihat pada Gambar 10.

Gambar 10. Potongan Dataset dalam Bentuk
JSON

4.3 Data Exploration

Tahapan selanjutnya adalah memuat
dataset yang telah terkumpul dalam bentuk
JSON dan mengubahnya ke dalam dataframe
yang terdiri dari kolom pattern dan tags.
Tujuannya adalah untuk mengolah data menjadi
lebih mudah. Data response digunakan untuk
memberikan jawaban yang sesuai dengan
pertanyaan berdasarkan label (tags) yang
dihasilkan oleh model dan dipilih secara acak.
Dataset memiliki sebanyak 219 baris dataset
dan 44 kelas (tags). Setelah melakukan
memahami  karakteristik data, selanjutnya
adalah tahap persiapan data yang dimulai
dengan case folding seperti menghapus
pungtuasi atau karakter tanda baca dan
mengubah  fitur  menjadi  huruf  kecil
menggunakan library NLTK.

Pada tahap lematisasi, data pattern (fitur)
diubah kedalam bentuk kata dasar dengan
kamus kosakata untuk dibersihkan dari
imbuhannya, baik awalan Kkata, sisipan kata,
akhiran kata, atau serta awalan dan akhiran
kata. Hasil dari proses lematisasi diketahui
bahwa jumlah kata unik sebanyak 139 kata dan
memiliki jumlah keseluruhan data patterns dan
intents sebanyak 1441 dokumen.

Selanjutnya adalah proses ekstraksi fitur
dengan memecah kalimat menjadi sebuah
token. Token tersebut akan dikelompokkan
sesuai dengan makna atau arti tertentu. Dalam
hal ini, proses tokenisasi teks dilakukan pada
data patterns. Pada proses ini, bagian seperti
tanda baca akan dihilangkan dan jumlah kata
dibatasi sebanyak 2000 kata paling umum yang
akan dipertahankan dalam tokenisasi sehingga
kata-kata yang muncul di luar 2000 kata akan
diabaikan dan dianggap sebagai kata tidak
dikenal (out of vocabulary). Hal ini akan
membantu dalam memperhatikan ukuran vektor
input yang digunakan dalam model agar tidak
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terlalu kompleks dan mengurangi memori
dalam proses tokenisasi dan pelatihan model.
Setelah dilakukan tokenisasi, proses pemberian
urutan (index) akan dilakukan pada setiap token
unik dan mengubahnya menjadi sebuah
sequence yang mewakili setiap kata pada data
patterns.

Kemudian, setiap sequence dilakukan
proses penambahan padding dengan
menambahkan nol sebagai awalan atau akhiran
hingga mencapai panjang maksimum sequence
agar setiap sequence memiliki panjang yang
sama. Selain itu, padding juga dapat melakukan
pemotongan sequence agar panjangnya sesuai
dengan panjang maksimum yang ditentukan.
Proses ini perlu dilakukan karena embedding
layer hanya menerima masukan yang memiliki
panjang yang sama. Berdasarkan hal tersebut,

input_shape atau panjang maksimal input
sequence adalah 14 kata.
Label encoder merupakan proses

ekstraksi yang dilakukan pada variabel target
atau kolom data tags yang merupakan data teks.
Proses encode melakukan suatu konversi atau
pengkodean pada data kategorik seperti data
teks menjadi numerik berupa vektor biner.
Tahap terakhir dari proses preprocessing yaitu
menyimpan hasil label yang sudah melalui
ekstraksi dan menyimpan hasil tokenisasi dalam
bentuk pickle.

4.4 Modeling

Algoritma model dilatih menggunakan
dataset yang sudah bersih dan akan digunakan
sebagai input untuk mengembangkan model
chatbot. Algoritma deep learning yang
digunakan untuk mengembangkan chatbot pada
penelitian ini yaitu algoritma LSTM dengan
rangkaian arsitektur lapisan pertama adalah
input layer, yaitu layer input pertama yang
menerima batch dari sequence dengan panjang
14 kata. Lapisan kedua adalah embedding layer
yang mengambil input dari layer sebelumnya
dan mengubahnya menjadi vektor dengan
dimensi 10. Lapisan ketiga adalah LSTM Layer
yang menerima input dari layer embedding dan
menghasilkan output dengan dimensi yang
sama. Lapisan keempat adalah flatten Layer
yang mengubah output dari LSTM layer
menjadi bentuk yang lebih datar dengan
dimensi 140. Tujuannya adalah mengubah
representasi data menjadi format yang dapat
diterima oleh lapisan berikutnya. Lapisan
terakhir adalah dense layer atau layer fully

connected dengan 44 unit neuron. Lapisan ini
menerima input dari flatten layer dan
menggunakan fungsi aktivasi softmax. Pada
penelitian ini, algoritma model LSTM dilatih
dengan perulangan sebanyak 400 epochs.

4.5 Evaluation

Proses  pelatihan  algoritma  model
diperhatikan dan dilakukan berulang kali untuk
mencapai tingkat akurasi yang tinggi dan nilai
kesalahan (loss) yang rendah. Beberapa matriks
yang digunakan untuk mengevaluasi kinerja
model LSTM adalah menggunakan matriks
“accuracy” dan loss function dengan
categorical_crossentropy serta fungsi optimasi
adam. Setelah dilatih dengan perulangan
sebanyak 400 iterasi pelatihan (epochs), model
LSTM menghasilkan akurasi sebesar 100%
dengan loss yang kecil sebesar 3.09%. Hasil
akurasi dan loss pada selama 400 epochs dapat
dilihat pada Tabel 2. Sedangkan pada Gambar
11 merupakan grafik atau visualisasi plot
analisis akurasi dan loss dari algoritma
pelatihan model LSTM.

Tabel 2. Akurasi dan Loss Pelatihan Model
LSTM Berdasarkan Jumlah Epochs

Epochs Accuracy (%) Loss (%)
100 88.13 69.12
200 98.63 16.93
300 100.00 6.30
400 100.00 3.09

Gambar 11. Grafik Analisis Akurasi dan Loss
Pelatihan Model LSTM

Pada Gambar 11 terlihat bahwa model
pelatihan chatbot dengan algoritma LSTM
menghasilkan model yang baik dan tidak terjadi
overfitting atau underfitting. Setelah
mengetahui hasil akurasi dan loss pada model
dengan algoritma LSTM maka selanjutnya
menguji atau testing pada chatbot yang telah
dilatih sebelumnya dan melihat apakah sesuai
atau tidak pada saat memasukkan teks kalimat
pertanyaan. Tabel 3 menunjukkan hasil
pengujian pada chatbot.
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Tabel 2. Pengujian Chatbot

Jawaban yang

Pertanyaan Diharapkan Keterangan
Apa itu Penipuan online Berhasil
identitas merupakan kejahatan
palsu? seperti penipuan
lelang, penjualan
produk palsu,
penipuan cinta
(romance scam), atau
penipuan investasi
yang dilakukan
melalui platform
online.
Bagaimana  Jangan merespons Berhasil
jika ada email atau pesan
yang tersebut dan jangan
meminta memberikan
informasi informasi pribadi apa
pribadi saya  pun. Laporkan email
melalui tersebut sebagai spam
pesan atau dan hapus.
email?
Bagaimana  Serangan phishing Berhasil
mencegah dapat dicegah dengan
serangan tidak mengklik tautan
phishing? yang mencurigakan
atau mengunduh
lampiran dari
pengirim yang tidak
dikenal,

mengaktifkan
autentikasi dua
faktor, dan menjaga
perangkat lunak Anda
tetap terbaru.

Berdasarkan hasil pengujian chatbot pada
Tabel 3, beberapa pertanyaan dapat dijawab
dengan tepat dan relevan dan telah sesuai
dengan kalimat pertanyaan dan jawabannya,
maka selanjutnya model chatbot yang telah
dilatih dapat disimpan dengan format .h5 untuk
deployment aplikasi Al chatbot dengan website.

4.6 Deployment

Deployment bertujuan membuat model
chatbot yang telah dibuat mudah digunakan
olen pengguna. Deployment model chatbot
pada penelitian ini dibangun ke dalam sebuah
aplikasi  berbasis  website  menggunakan
framework atau library yang ada pada bahasa
pemrograman Python yaitu Flask serta HTML,

CSS, dan JavaScript untuk membuat user
interface. Halaman aplikasi chatbot yang terdiri
dari navigation bar dan chatbot. Kemudian,
chatbot memiliki 4 fungsi JavaScript yang
dibuat, yaitu fungsi untuk mengirim pesan dan
menampilkan pesan yang dikirim, memanggil
APl untuk merespon pesan Yyang dikirim
menggunakan  AJAX, menampilkan hasil
respons, dan memanggil serta menampilkan
jam dengan menit. Selanjutnya membuat desain
routing untuk memetakan alamat URL dengan
suatu fungsi, yaitu halaman chatbot (“/”) dan
APl response chatbot (“/get”). Setelah
membuat route, model yang telah dilatih
beserta pendukungnya kemudian dimuat atau
di-load, lalu untuk menjalankan aplikasi web
penulis menggunakan ngrok sebagai server agar
dapat diakses secara online atau lokal. Gambar
12 menunjukkan tampilan halaman chatbot
pada website.

@ SafeBot 1@
=

You o
apa ci ci so-angan phishing? *U,'
%

Gambar 12. Tampilan Chatbot pada Website

SIMPULAN

Penelitian ini  menunjukkan bahwa
algoritma LSTM berhasil diterapkan pada
chatbot dalam menyajikan jawaban sebagai
media informasi terpusat dan pengetahuan
mengenai cyber security serta memberikan tips
dan triks untuk menghindari kejahatan cyber-
crime bagi para pengguna internet. Model
pelatihan chatbot dengan algoritma LSTM
menghasilkan performa model yang baik dan
tidak terjadi overfitting atau underfitting dengan
akurasi sebesar 100% dan loss sebesar 3.09%.
Kemudian, chatbot berhasil dibangun dalam ke
dalam sebuah aplikasi berbasis website
menggunakan framework atau library yang ada
pada bahasa pemrograman Python yaitu Flask
serta HTML, CSS, dan JavaScript. Aplikasi
web dapat dijalankan menggunakan ngrok
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sebagai server untuk diakses secara online atau
lokal. Dalam upaya mengurangi resiko cyber-
crime, chatbot ini dapat menjadi salah satu
solusi  dalam  meningkatkan  kesadaran
pengguna internet terhadap cyber-crime
sehingga mereka dapat beraktivitas dengan
aman di dunia maya.

Namun, dikarenakan adanya keterbatasan
pada data yang digunakan dalam penelitian ini,
penulis menyarankan pelatihan dan pengujian
algoritma dilakukan menggunakan volume data
yang lebih besar pada penelitian selanjutnya.
Hal tersebut bertujuan meningkatkan keandalan
chatbot serta memberikan pemahaman yang
lebih akurat dan kuat tentang efektivitas dan
efisiensi algoritma.
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